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Abstract

High-throughput RNA-sequencing (RNA-seq) technologies are powerful tools for under-
standing cellular state. Often it is of interest to quantify and summarize changes in cell
state that occur between experimental or biological conditions. Differential expression is
typically assessed using univariate tests to measure gene-wise shifts in expression. How-
ever, these methods largely ignore changes in transcriptional correlation. Furthermore,
there is a need to identify the low-dimensional structure of the gene expression shift to
identify collections of genes that change between conditions. Here, we propose contrastive
latent variable models designed for count data to create a richer portrait of differential
expression in sequencing data. These models disentangle the sources of transcriptional
variation in different conditions, in the context of an explicit model of variation at base-
line. Moreover, we develop a model-based hypothesis testing framework that can test for
global and gene subset-specific changes in expression. We test our model through exten-
sive simulations and analyses with count-based gene expression data from perturbation
and observational sequencing experiments. We find that our methods can effectively
summarize and quantify complex transcriptional changes in case-control experimental
sequencing data.

1 Introduction

High-throughput RNA-sequencing technologies have emerged as useful tools for understand-
ing transcriptional patterns. Recently, single-cell RNA-sequencing (scRNA-seq) technologies
have allowed for investigation of these patterns at the level of individual cells. Together,
these sequencing technologies have revealed new insights about a range of biological ques-
tions, from how cell types differ from one another to how cells respond to therapeutic drugs.
In many scRNA-seq and bulk RNA-seq experiments, there are gene expression readouts



for two or more experimental conditions or biological traits, such as tumor versus nor-
mal (Young et all 2018} |[Kinker et al., 2020), drug exposure versus placebo exposure (Sri-
vastava and Yanagihara, [2010; |[McFarland et al., 2020), or ventilated versus non-ventilated
lung tissue (Consortium et al., 2020). In these cases, it is of interest to understand how the
transcription levels differ in a foreground dataset (collected from the treatment condition)
relative to a background dataset (collected from the control condition). These changes are
traditionally identified using methods for differential gene expression, which estimate the
average shift in expression levels between conditions.

Most differential expression methods for RN A-seq and scRNA-seq compute the univariate
change between conditions for each gene separately (Kharchenko et al., [2014; Finak et al.
2015; Qiu et al., 2017)). In scRNA-seq, this amounts to treating each cell as an independent
sample from one of two distributions over expression state; then each gene is considered
marginally. These analyses use the repeated samples to quantify the uncertainty in the
estimate of differential expression.

However, these methods for differential expression ignore a fundamental benefit of col-
lecting scRNA-seq data over bulk RNA-sequencing: The ability to quantify population-level
variation within a single sample across all of the cells. Population variation exists in pools
of single cells, even from the same tissue. This gives us an opportunity to find differences in
variation among genes, not just each gene itself. Furthermore, it is believed that these tran-
scriptional changes follow a low-dimensional structure. (Dixit et al., |2016; McFarland et al.|
2020; Becht et al.l 2019)). In particular, cells’ fixed energy budgets and strongly correlated
and interacting gene networks constrain the types of structural changes in gene expression
between conditions. In other words, changes in expression levels can be described in fewer
dimensions than there are genes — a phenomenon that most differential expression methods
fail to capture. This low-dimensional projection can then be studied to find groups of genes
that change similarly (Xia et al,2015), and to quantify gene covariation in a low-dimensional
representation (Townes et al.l [2019; |Ding et al. 2018). There is a need for methods that
can robustly identify the low-dimensional structure of variation in gene expression, and how
this structure differs across experimental and biological conditions.

To address this gap in methodology, we develop a family of probabilistic models —
contrastive Poisson latent variable models (CPLVMs) — that are designed to estimate the
low-dimensional structure of the transcriptional response to perturbations as measured using
sequencing technologies. Existing contrastive dimension reduction methods have shown
promise for understanding the global shifts in variation between multiple conditions (Zou
et al.l 2013; [Severson et al., [2019; Abid et al. 2018). But these methods fall short in a
number of ways. First, they typically assume normally-distributed data, and do not treat
count data from sequencing methods appropriately. Second, these methods are not designed
to properly normalize count-based sequencing profiles. Finally, these approaches do not
provide a hypothesis testing framework for testing differential expression across multiple
genes.

Our contrastive Poisson latent variable model (CPLVM) bridges the gaps between ex-



isting contrastive methods and the needs of sequencing experiments by addressing these
issues. We use a Poisson data likelihood that accounts for the count-based data produced
by sequencing technologies. We show that these methods can identify changes in experimen-
tal and biological conditions that standard differential expression methods are not able to
detect. Using our model, we decompose two-condition scRNA-seq and RNA-seq data into
a small set of interpretable, nonnegative factors. Moreover, we build a hypothesis testing
framework that accommodates hypotheses at varying scales, from testing for global shifts in
gene expression across conditions to testing for correlated changes to a small set of candidate
genes.

In this paper, we first describe the CPLVM in the context of related work and motivated
by experiments in scRNA-seq. We then demonstrate the utility of our model through exten-
sive simulations and experiments with multiple gene expression datasets. Using case-control
scRNA-seq readouts of cells exposed to genetic and chemical perturbations (Dixit et al.,
2016; McFarland et al., 2020)), we show that the CPLVM can identify structure that is spe-
cific to the foreground data. Furthermore, we show that these methods can identify changes
across case-control data that standard differential expression methods are not able to detect.
In addition, we apply the CPLVM to RNA-seq measurements from coronary artery tissue
of donors with heart disease and healthy donors (Consortium et al., 2020). We also show
that the CPLVM hypothesis testing framework identifies experiments in which a specific,
structured change in a small group of genes has been observed.

2 Methods

2.1 Problem definition

We motivate the problem using a generic scRNA-seq experiment, but our models can be
applied to other count-based sequencing technologies as well. A scRNA-seq experiment with
two conditions yields a set of unique molecular identifier (UMI) counts for cells from each
condition. In this paper, we call measurements from the control condition the background
data and measurements from the treatment condition the foreground data.

Suppose there are n cells measured in the background condition, and m cells measured in
the foreground condition, with gene expression measured across p (total) genes. We denote
the data in matrix form as Y € NJ*" and X € Nb™™ which contain the UMI counts for
each cell and gene in the background and foreground data, respectively.

The column vectors y; € N and x; € Nj denote UMI counts across the p genes for cell
i={1,...,n}or j={1,...,m} from their respective conditions.

In this study, we are concerned with characterizing the transcriptional structure that
exists in the foreground data X but not in Y, as well as identifying the structure that is
shared between the conditions. Decomposing these sources of variation into interpretable,
low-dimensional structure is critical to understanding the effects of a treatment or different
biological condition on cell state, regulation, and dynamics.



2.2 Related work

Several families of methods have been developed to characterize the changes in gene expres-
sion between experimental or biological conditions. In this section, we outline several of
these approaches.

2.2.1 Differential expression methods

The most common approaches for quantifying transcriptional changes in bulk and scRNA-seq
data are differential expression methods. In general, these approaches compute univariate
estimates of the change in expression for each gene between conditions. We review sev-
eral approaches below; see [Wang et al. (2019)) for a thorough review and benchmarking of
differential expression methods in the context of scRNA-seq.

Most differential expression methods use linear models or generalized linear models
(GLMs) to estimate the change in gene expression. For example, Multi-Input Multi-Output
Single-Cell Analysis (MIMOSCA) — which was developed specifically for the setting of
genetic perturbation experiments in scRNA-seq — uses a linear model with a Gaussian
noise assumption (Dixit et al., 2016). Specifically, it assumes the following model for the
log-transformed and normalized UMI counts:

gy (o) =y + )
log, <Z$ + C) =pB1+06 te (2)
e ~ N(0,0%T) (3)

where n; = ), i, is the total number of counts in cell i (n; is similarly defined), s is
a constant multiplicative factor, and ¢ is a “pseudocount” added to avoid taking log,(0)
(typically, ¢ = 1). The coefficient vector 3; € RP then captures the average fold-change
in gene expression for a single gene between the conditions, and can be tested directly for
significance.

GLMs more flexibly capture non-Gaussian data likelihoods. For example, in the context
of scRNA-seq count data, a popular choice is the Poisson likelihood. In this case, the UMI
count for gene k in each cell is assumed to be a draw from a Poisson distribution, whose
rate parameter is a transformation of the linear predictor:

yir ~ Poisson (@g_l(ﬁo;g)) i=1,...,n (4)
s
n,; .

g ~ Poisson ("7 (o + ) G =1,...m. (5)

The canonical link function g(-) for a Poisson likelihood, log(-), is typically used in the Pois-
son setting. Several existing methods, such as single-cell differential expression (SCDE Kharchenko



et al|2014), use a Poisson GLM to identify differential expression across conditions in
scRNA-seq data. Closely related to the Poisson GLM, a common approach is to allow
for overdispersion by using a negative binomial likelihood, which is equivalent to a gamma-
Poisson mixture (Love et al., 2014; Robinson et al., |2010; Hafemeister and Satijal, 2019)).
One method uses a zero-inflated negative binomial to model dropout events (Miao et al.,
2018]).

Other distributional assumptions have also been proposed for differential expression in se-
quencing data. One approach, Model-based Analysis of Single-cell Transcriptomics (MAST),
uses a hurdle model combined with a Gaussian likelihood (Finak et al. 2015)). Another
approach, scDD, uses a Dirichlet process mixture of Gaussians to model the potentially
multimodal expression across cells and computes Bayes factors to quantify differential ex-
pression (Korthauer et al.,|2016). Other nonparametric approaches have also been proposed,
including using Earth Mover’s Distance to quantify expression changes (Nabavi et al., [2016)
and Cramér-von Mises and Kolmogorov-Smirnov hypothesis tests (Delmans and Hemberg),
2016).

While differential expression methods have proven to be reliable for identifying changes
that occur in individual genes across conditions, they typically ignore any correlation struc-
ture between genes. This is an important limitation, as gene expression has been shown to
have substantial correlation structure (Stuart et al., |2003), and identifying changes in this
structure across conditions is of great interest.

2.2.2 Two-sample covariance comparison methods

Another related line of work has focused on identifying differences in the covariance between
two conditions. Most commonly, these approaches rely on a hypothesis test to decide whether
covariance matrices Yx, Xy are different:

Hy: Yx =Yy, Hi: Sx#Yy.

There exist a number of such tests in the setting of low-dimensional data, including mod-
ified multivariate generalizations of Levene’s test (O’Brien, 1992) and the commonly-used
likelihood ratio test (Anderson, [1958)). But high-dimensional data pose a greater challenge.
Since these existing tests were designed for small numbers of features p relative to sample
size n, they have poor statistical power when applied to high-dimensional data where p > n,
and in some cases are not even well-defined (Cai et al., 2013)).

Some covariance inequality tests have been designed to address the problem of high-
dimensional data by using estimators of the distance between covariance matrices based
on the Frobenius norm (Li et al., 2012; Srivastava and Yanagiharal, [2010). However, these
tests have low power to detect the true effect when the differences between the covariance
matrices are sparse.

Two techniques have emerged to address both the issue of high-dimensional data and
the possibility of a small number of entries driving the differences between two covariance



matrices. The first approach uses a test statistic based on the largest standardized differ-
ence between the two covariance matrices’ entries (Cai et al., [2013). The second approach
uses a Gaussian graphical model framework to infer the differential network structure (Xia
et al., 2015). Other related approaches consider building Gaussian graphical models from
precision matrices and identifying network edges that are differentially identified across two
conditions (Glass et al., 2013]).

More recently, a hypothesis testing approach that is robust in the setting of high-
dimensionality and low sample size was developed using the strongly spiked eigenvalue
(SSE) model (Aoshima and Yata, [2018} Ishii et al.) 2019). The SSE model assumes the
first eigenvalues A1z, A1y of the covariance matrices >;, Y, are “strongly spiked” relative to
the subsequent eigenvalues, in the sense of

o A1i
i) >

The authors show that the SSE assumption is reasonable in many high-dimensional settings,
especially when p > n. They derived the limiting distributions for test statistics under on
this model, as well as the power and size of the accompanying hypothesis tests. They found
that the SSE model had greater statistical power compared to previous models that assumed
more diffuse eigenvalue spectra. However, methods for hypothesis testing neglect the goals of
exploratory data analysis, including identifying interpretable, low-dimensional factors that
explain the changes in covariance structure across conditions.

2.2.3 Contrastive dimension reduction methods

Contrastive dimension reduction methods estimate low-dimensional changes in variation
between conditions. In particular, these methods aim to identify variation that exists in the
foreground data but not in the background data. Furthermore, they typically assume that
the variation in each condition can be explained by a small number of latent dimensions.

As one of the first steps in this direction, a framework for contrastive learning in mixture
models was proposed (Zou et al., 2013). This approach assumes that the background and
foreground data are generated from a set of mixture distributions, some of which are shared
between the two conditions, and some of which are exclusive to each condition. Specif-
ically, given a set of mixture parameters {ue},ZUg}ngl, condition-specific mixture weights
{wp} | {wi}l |, and three disjoint index sets A, B,C C [L], it assumes Y and X are
drawn from a set of mixtures:

p(yis {pe, wikeeavs) = Y wif(yilw), i=1,...,n
(€AUB

p<X]7 {,U’&wf}éGBUC) = Z wgf(X]“’LZ)v ] = ]-a ceey M.
Le BUC



Note that the mixture components indexed by B are shared between the conditions, while
those indexed by A and C' are unique to the background and foreground, respectively.
This framework encompasses several general models, including topic models, such as La-
tent Dirichlet Allocation (LDA). The authors were primarily interested in estimating the
foreground-specific model parameters, {p, 'lUg}ég A. Their inference approach relies on a ten-
sor decomposition method for estimating the foreground-specific latent components without
estimating the background or shared components.

As an important special case of this contrastive learning framework, contrastive prin-
cipal component analysis (CPCA) was derived explicitly, which extends the classical PCA
method (Abid et al., 2018]). Specifically, given the sample covariance matrices of the back-
ground and foreground conditions, 5, and Ey, the objective function of CPCA seeks to find
a unit vector v that maximizes the variance in the foreground and minimizes the variance
in the background:

argmax, cgp—1 {VTE;EV - ’vaEyv} .

Here, v > 0 is a tuning parameter controlling the relative influence of the background
data. When ~ = 0, this model reduces to PCA on the foreground data. This problem
can be solved analytically: the top k “contrastive principal components” correspond to the
k eigenvectors [ul, e ,uk], which represent the top k eigenvalues A1 > --- > Ap of the
differential covariance:

C=%,— viy.

The authors showed that CPCA accurately recovers structure that is unique to the fore-
ground data, and CPCA is able to identify heterogeneous responses in two-condition gene
expression data (Abid et al., 2017, [2018]).

A sparse version of CPCA was recently developed, which allows for greater interpretabil-
ity of the estimated components, especially in high-dimensional settings (Boileau et al.,
2020). Building off of sparse PCA (Zou et al 2006), which uses element-wise ¢; regulariza-
tion to encourage zeros in the loadings matrix, the authors propose an estimation procedure
that alternates between estimating the principal components and the sparse loadings matrix.
They demonstrate the behavior of sparse CPCA on a series of gene and protein expression
datasets.

Most closely related to our work, probabilistic counterparts to CPCA have been pro-
posed. The contrastive latent variable model (CLVM, Severson et al.[2019) captures struc-
ture that is unique to the foreground data, as well as structure shared between the condi-
tions. In particular, the shared variation is described by a set of latent variables {z * , and
{z 7., and the foreground-specific variation is captured by another set of latent varlables



{t;}L,. Using Gaussian likelihoods and priors, the CLVM has the following form:

yilz? ~ N(SzP + uP, o1)
Xj|Z§,tj ~ /\/’(Szi» + Wt; + pf, 0?1)
z) ~N(0,1), z,~N(0,I), t;~N(0,I).

Here, S € RP*¥1 and W € RP**2 are loadings matrices that map from the latent dimensions
k1 and ko to the data feature dimension p. Through experiments with gene expression
and image data, the authors showed that the CLVM can disentangle low-dimensional latent
structure that is shared between the two conditions and structure that is specific to the
foreground.

Another model-based contrastive method, probabilistic contrastive principal component
analysis (PCPCA, |Li et al.2020) was developed as a direct generalization of CPCA and
probabilistic PCA. PCPCA provides a simple estimation procedure based on a likelihood
ratio and was shown to be robust to noise and missing data. In applications, PCPCA was
successful in identifying subgroup structure in case-control gene expression data. Although
these probabilistic models have many advantages over previous approaches, both CLVM and
PCPCA assume Gaussian errors, which is not ideal for modeling count-based expression
profiles.

While contrastive dimension reduction methods have shown promise for analyzing two-
condition datasets, there remains a need to adapt these methods to the setting of sequencing
data, where observations are counts of RNA sequence fragments mapping to genes across
the genome. Moreover, there is a substantial need to provide a common framework for
both factor analysis and hypothesis testing in these models when it is useful to quantify the
statistical significance of changes in the covariance structure of expression across cases and
controls in an experimental setting.

3 Contrastive Poisson latent variable models for scRNA-seq

In this study, we develop a family of contrastive Poisson latent variable models (CPLVMs)
that are designed to capture variation and covariation among count data that are unique
to the foreground condition, as well as variation and covariation that are shared between
the foreground and background. Furthermore, we build a hypothesis testing framework that
quantifies support for structured changes in variation across conditions. Throughout, we
rely on principled probabilistic modeling of count data, rather than data transformations
and Gaussian models. In the context of sequencing data, our model explicitly accounts for
the count-based nature of expression profiles, while decomposing case-control data into a
small set of interpretable factors.

In the following sections, we first describe the CPLVM. Then we explain our inference
procedure for the CPLVM, and we develop the corresponding hypothesis testing framework.



3.1 CPLVM definition

As above, let Y € NE*" and X € Nb™™ be the count matrices for p genes and n, m cells for
the background and foreground conditions, respectively.

The CPLVM assumes that transcription variation in a sequencing experiment with mul-
tiple conditions can be described by a small set of latent factors. In particular, the model as-
sumes that the variation shared between the conditions is described by a set of k;-dimensional
latent variables, {zP}"_, and {zg "t 1. Furthermore, we assume that the foreground-specific
variation is captured by another set of ky-dimensional latent variables {t; };”:1 To describe
the mapping between these latent spaces and the data, we introduce loadings matrices
S e RT P and W € R{?XP , which map to the data space of dimension p from the shared
latent space of dimension k; and the foreground-specific latent space of dimension ks.

To account for varying numbers of total counts between cells and experimental condi-
tions, we include size factors a? and Oz; for each cell in each condition; these terms control for
technical variation in the total number of counts per cell. Furthermore, to account for shifts
in each gene’s mean counts between conditions, we also include gene-specific multiplicative
scale parameters d € Rﬁ_. These terms are analogous to the gene-wise additive intercept
terms in a linear model, but we constrain them to be nonnegative in this model. Thus, for
gene k, 0 < §; < 1 indicates that there is lower relative expression of gene k£ in the back-
ground cells, while ZS\k > 1 indicates higher relative expression of gene k in the background
cells.

The full generative model for the nonnegative CPLVM is then

yilz; ~ Poisson (oz]l?’é ©) (STZE)> 6

x;|z;,t; ~ Poisson <a§ (STZ§ + Wth>> 7

8
9

(6)

(7)

ZB ~ Gamma(’yl’ 61)7 Z;l ~ Gamma(727 /82)7 tjd ~ Gamma(737 53)7 ( )
Wia ~ Gamma(vs, B1), Sj ~ Gamma(ys, 5), 6 ~ LogNormal(0,1,), (9)
wherel € {1,...,k1},d € {1,...,k}, and ® represents a Hadamard (element-wise) product.
Following previous work (Lopez et al, 2018), we place log normal priors on the size factors
«j, oj with parameters given by the empirical mean and variance of the log total counts for

each cell.

3.2 Stochastic variational inference for the CPLVM

For a given experiment, we are interested in estimating the posterior distribution of Z?, Zf, T, S,
and W given the data {Y,X}. Since the true posterior is intractable, we use a variational
approximation.

Specifically, we perform approximate posterior inference on the latent variables ZP, Zf, T,
the loadings matrices S, W, and the mean-shift parameter § using a mean-field varia-
tional approximation. In other words, we approximate the true posterior distribution



p(ZP,Zf, T,S, W, §|Y,X) with a variational posterior distribution ¢ that fully factorizes:
q(Z", 2", T, S, W) = q(Z")q(Z")q(T)q(S)a(W)q(6).

For numerical stability and speed, we specify each of these variational distributions to
be log normal for the CPLVM:

q(z;) = LogNormal(py, 031y, ), q(z;) = LogNormal(gty, 051, ), q(t;) = LogNormal(gs, 031, ),
q(S;) = LogNormal(p,, 031,), ¢(Wg4) = LogNormal(ps, 021,), q(8) = LogNormal(pg, o3 1,).

We perform approximate inference by minimizing the Kullback-Leibler (KL) divergence
between the true posterior and the approximate posterior with respect to the variational
parameters. This is equivalent to maximizing the lower bound on the log marginal likelihood
of the data, known as the evidence lower bound (ELBO):

9(2)
1 Y. X)>Ez., log ——— |, 10
ogp(Y,X) > Ez q(2) [ng(Y,X,Z)] (10)
where Z = {ZP, Zf, T,S, W, 6}.
We use stochastic gradient descent to minimize the negative ELBO (Hoffman et al.,

2013). We define and fit the variational model using TensorFlow probability (Dillon et al.,
2017)).

3.3 Contrastive generalized latent variable model

We also develop a second CPLVM that allows the factors to be negative by leveraging the
exponential family distributions. In this case, we use a log-link function to transform the
linear predictors to R, similar to a generalized linear model (GLM). We call this model the
contrastive generalized latent variable model (CGLVM). Here, in place of the multiplicative
scale terms & in the CPLVM, we use additive coefficient terms pf, u? € RP, similar to a
traditional GLM.

yilz; ~ Poisson (exp { (STZ? + uf + log 0‘?) })
X;|z;,t; ~ Poisson (exp { (STz§ + Wt + b + log aﬁ) })
2~ N(0,1), 25~ N(0, 1), t; ~N(0,])

Wy~ N(0,L,), S ~N(0,L), p° u~N(OIL) 14
where [ € {1,...,k1}, d € {1,...,ka}. We place log normal priors on the size factors a?, a§-,

similar to those for the CPLVM.
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H Contrastive ‘ LVM ‘ Background | Orthogonal | Counts | Nonnegative

PCA X
PPCA X X
NMF X
CPCA X X
PCPCA X X X
CLVM X X X
CGLVM (ours) X X X X
CPLVM (ours) X X X X X

Table 1: Overview of related dimension reduction methods. Contrastive: Method
directly models the contrast between two datasets. LVM: Method has a latent variable model
formulation. Background: Method includes an explicit model of of the background data.
Orthogonal: Method constrains factors to be orthogonal to one another. Counts: Method
directly accounts for count-based data. Nonnegative: Method has nonnegative factors and
loadings.

For inference in the CGLVM, we again use a variational approach. Here, we specify the
variational distributions as multivariate Gaussians:

q(zi) = N(py, 01 1), a(2z5) = N(po, 031k,), q(t;) = N(ps,031,),
q(sl) = N(y’4ao-zlp)a q(wd) = N(U5,U§Ip), Q(Hb)aQ(Nf) = N(uﬁvag‘[p)'

Similar to the CPLVM, we apply stochastic variational inference to optimize the ELBO.

3.4 Hypothesis testing with CPLVMs

In addition to exploratory data analysis using the model defined above, the CPLVM frame-
work allows us to test hypotheses about whether the transcriptional structure is altered
between conditions. Specifically, these tests quantify the extent to which the model’s good-
ness of fit is improved when including the foreground-specific latent variables in addition to
the shared latent variables.

The Bayesian framework of our model allows for model comparison using Bayes fac-
tors (Goodmanl (1999). Bayes factors compare the ratio of data log likelihoods between an
alternative model M and a null model M, integrating over model parameters. Specifically,
the Bayes factor is the ratio of model evidence (or marginal likelihoods):

Y, X|M;) o, P(Y, X0, M1)p(61|M1)db:

pr - X - .
p(Y,X[Mo) o, (Y, X][0, Mo)p(6o| Mo)dbo

11



In practice, the log-Bayes factor is often used, and the null hypothesis is rejected if it
surpasses some threshold 7:

Reject Hy < logp(Y,X|M1) —logp(Y,X| M) > 7.

Here, we implicitly assume equal prior weight on the null and alternative hypotheses,
p(My) = p(M1), which we find to be well-calibrated in our numerical experiments.

Selecting a proper value for 7 depends on the application area (Kass and Raftery, 1995).
In practical settings, often 7 is chosen based on a frequentist calibration of the hypothesis
test.

In general, computing the model evidence requires solving an intractable integral, in turn
making Bayes factors difficult to estimate. Following previous work (Lopez et al., 2018)), we
address this issue by approximating the model evidence with the ELBO (Equation ),
which is a lower bound on the evidence, leading to ELBO-based Bayes factors (EBFs). We
note that the tightness of the lower bound on the evidence depends on a number of modeling
choices — for example, the choice of variational families and parameter initialization for
stochastic VI — and the gap between the ELBO and the evidence could be different for the
numerator and the denominator. However, we find these EBF's to be reliable in a number
of simulations for our models. Thus, the general form of the CPLVM hypothesis test is the
following:

Reject Hy < ELBOa, — ELBOpy, > T. (15)

Defining the null and alternative models depends on the hypothesis of interest. Here, we
consider two types of hypotheses for our model: global hypotheses and gene set hypotheses.

3.4.1 Global hypothesis test for changes in gene covariance structure

In this paper, a global hypothesis test is one that considers changes in expression across all
genes that occur between conditions. This type of test is useful for assessing the effect of
interventions that are expected to impact the expression of many genes, and the covariance
structure among those genes.

For these hypotheses, we propose constructing the null model by removing the latent
variables specific to the foreground data t;. Hence, the null model for the global hypothesis
is

vilz; ~ Poisson (a]z?’é ® Sz?) (16)
x;|z; ~ Poisson (ag (Sz§>> (17)
Z? ~ Gamma(’}/a 61)7 Z§' ~ Gamma(fyvﬁ2)' (18)

Intuitively, the null model assumes that the latent structure in both matrices can be captured
using a single, shared latent space S, and the samples from both matrices are projected onto
that latent space using z? and z§- for background and foreground data, respectively.

12



The alternative hypothesis is that there is structure specific to the foreground data across
all genes. For the alternative model, we use the full CPLVM defined in Equations (6])-(9).
This model includes the latent variables specific to the foreground data t;.

3.4.2 Gene-set hypothesis test for foreground changes to a subset of genes

To test for changes in variation in foreground data relative to background data involving
only a subset of genes, we propose a gene set hypothesis test. This test is useful to quantify
support for changes to joint expression within specific known gene modules that are unique
to the foreground matrix.

Suppose we would like to test for differential variation in a set of G genes indexed
by {¢1,...,4g}. In this case, the null hypothesis is encoded in a model constructed by
constraining rows of W indexed by {/1,...,¢c} to be zero. Intuitively, this model assumes
no change in variation specific to that gene set in the foreground matrix relative to the
background matrix. To be precise, let Q be a G X p binary matrix which, when multiplied
with W, only takes rows corresponding to genes in the gene set. Specifically, for g €
{1,...,G} and k € {1,...,p},

1 k=4,
Qi = {O otherwise.

Then the null model is
vilz; ~ Poisson (a?(s ©) Szl-’) (19)
x;|z; ~ Poisson (ag- (Sz§- + Wtj>> st. QW =0g, (20)

where Qg is the zero vector of length G. We specify the alternative hypothesis in a model
that includes the full CPLVM as described in @—@

A gene set hypothesis will test whether there are changes in the covariance structure
specific to a subset of genes that are prespecified. To define gene sets of interest, one could
use established gene set collections, such as the MSigDB sets (Liberzon et al.l 2015), as we
show in our experiments below.

4 Simulation results

In this section, we evaluate the performance of the CGLVM and CPLVM using synthetic
data. We compare the performance of these models to four related state-of-the-art methods
for dimension reduction (PCA, NMF, CPCA, and PCPCA), a related linear model for
differential expression discovery, and a two sample test for differential expression testing.
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4.1 Visualizing CGLVM and CPLVM latent spaces

In order to demonstrate the behavior of the CGLVM and CPLVM, we first fit the model
on simple two-dimensional simulated count data. In this dataset, the foreground data is
made up of two subgroups, while the background data is homogeneous. Specifically, to
generate count data with a prespecified covariance matrix X, we use a Gaussian copula
with a Poisson likelihood. In particular, we generate the foreground samples {x;}" ; and
background samples {y;}7", as

where F\~ 1'is the inverse CDF of a Poisson with parameter A\, ® is the standard normal
CDF, and z;,z; ~ N(0,%X). We then shift the subgroups to give the background a mean
of (}}) and the foreground subgroups means of (1) and (12). Here, we set ¥ = (3£ 39),
A =10, and n = m = 200.

We fit the CGLVM and CPLVM, as well as the related methods listed above, on this
dataset. For the CGLVM, we use a single latent dimension for the shared and foreground-
specific compartments, k1 = ko = 1. For the CPLVM, we set k1 = 1, ks = 2 in order to
allow the nonnegative factors to discover negative associations.

We find that, in both the CGLVM and CPLVM, the subspaces defined by S and W picked
up on the directions of shared and foreground-specific variation, respectively , f).
The other contrastive methods, CPCA and PCPCA, were able to detect the axis of variation
unique to the foreground data, but these approaches do not have an explicit model for the
background data , d). Finally, PCA and NMF — which do not model the contrast
between the conditions — are unable to identify the axis that separates the two foreground
subgroups (Figure 1h, b).

This result suggests that the CPLVM is able to disentangle these two sources of variation:
those that are shared between conditions, and those that are unique to the foreground.

4.2 Discovering heterogeneous responses

We next examined whether the CPLVM discovers the latent structure of a dataset in which
there is a heterogeneous response across samples in the foreground data. To study this
behavior, we generate a synthetic count dataset from the CPLVM model @—@ We set the
parameters such that all background cells have the same latent state, but each foreground cell
is drawn from one of two unique latent states. Specifically, we set the data dimension p = 100,
and the latent dimensions as k1 = k9 = 2. Furthermore, we set 81 = 82 = 84 = 85 = 1 and
71 = Y2 =74 = v5 = 1. For half of the foreground cells, we sampled ¢;; ~ Gamma(1,1)
and tj» ~ Gamma(1,.01). For the other half, we sampled t;; ~ Gamma(1,.01) and t;o ~
Gamma(1,1).
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Figure 1: Illustration of the CPLVM with toy data. Related dimension reduction
methods applied to a toy dataset in which the foreground data contains two subgroups. (a)
PCA (k=1), (b) NMF (k = 2), (c) CPCA (k=1), (d) PCPCA (k =1), (e) CGLVM (ours,
k1 = ke = 1), (f) CPLVM (ours, k; = 1, ks = 2). In each, we plot the one-dimensional line
defined by each column of the estimated loadings matrix from each method.

We fit the CPLVM on this dataset and examine its estimated latent projections of the
foreground cells (Figure 2d). For comparison, we also visualize the latent projections of
these cells under PCA and CPCA , c¢). To quantify whether the two foreground
subgroups are preserved in the latent space, we compute the silhouette score for the la-
tent variables relative to the true cluster identities. As benchmarks, we also compute the
silhouette score for PCA, NMF, CPCA, and CGLVM )

We found that the CPLVM'’s latent space was able to recover the structure of the two
subgroups in the foreground ) In contrast, PCA and CPCA were not able to
capture this two-cluster response as clearly , ¢). Moreover, the cluster analysis
revealed that the CPLVM was better able to retain the subgroup structure compared to
PCA, NMF, CPCA, and CGLVM (Figure 2p).

To further test the goodness-of-fit of our models, we quantified their ability to recover
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Figure 2: Cluster identification in simulated data with the CPLVM. The foreground
data was generated from two subgroups of samples. (a) The true underlying foreground-
specific latent variables. (b) PCA does not separate the two clusters. (c) CPCA shows
an improvement over PCA, but still has overlap in subgroups in the reconstructed data.
(d) The CPLVM is able to capture the difference between the subgroups, as well as better
preserving nearest-neighbor relationships. (e) Silhouette scores computed on the foreground
latent variables for competing methods.

relationships between samples in their latent spaces. To do this, we generated count data
from a small set of latent factors. We then fit four models — PCA, CPCA, CGLVM, and
CPLVM — and computed the distance between each method’s recovered latent variables
and the true latent variables. Specifically, we computed the Wasserstein distance between
normalized pairwise distance matrices of the simulated and estimated latent variables. We
repeated this ten times for each method. We found that the CGLVM and CPLVM outper-
formed PCA and CPCA in reconstruction error , b). The relative performance of
the CGLVM and CPLVM was even more noticeable in the background samples, likely due
to the CGLVM and CPLVM’s explicit models of the background, which PCA and CPCA
do not have. In both metrics, the CPLVM outperforms the CGLVM slightly. These results
suggest that the CPLVM captures variation in foreground count data relative to background
count data, and enables subgroup discovery within the foreground data.

4.3 Estimating the latent dimension

Next, we asked whether the CPLVM could estimate the dimension of the generative low-
dimensional space. To test this, we generated data from the CPLVM with ky = ko = 5. We
then fit a series of CPLVMs, each with a different latent dimension ranging from kj = ko = 1
to k1 = ko = 15 with k1 = ko in all cases. We measured the quality of each model’s fit to
the data by computing the ELBO for each fit, repeating this procedure ten times for each
latent dimension. We found that the ELBO peaked near the true latent dimension k& = 5
(Figure 3b) and that the ELBO was lower for models with over- or under-constrained latent
spaces (corresponding to latent dimensions that were higher or lower than the true dimension,
respectively). This result suggests that the CPLVM can recover the true complexity of the
variation in the data, and that the ELBO can be used as a reasonable measure of the model’s
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Figure 3: Simulation experiments with the CPLVM. We fit our contrastive models to
data generated from a small set of shared and foreground-specific latent variables. (a) The
average Wasserstein-2 distance between the estimated and true pairwise distances between
samples in the foreground for each method. (b) Same as (a), but for background samples.
(¢) The ELBO for our CPLVM with a range of latent dimensions. The true latent structure
of the simulated data is shown by the vertical dotted line. Vertical lines show 95% confidence
intervals.

fit to the data.

4.4 Hypothesis testing

Next, we examined whether the CPLVM hypothesis testing framework detects changes in
variation between conditions. We consider two types of changes in variation that are found
in scientific data: Global shifts in variation across all features, and changes to variation
specific to a subset of features (Chandrasekaran et al., 2009} Leek and Storey, [2008)).

4.4.1 Global hypothesis tests

To evaluate the global hypothesis testing framework, we generated three datasets: one
“alternative” dataset simulating true global change in variation between conditions and two
“null” datasets simulating no change between conditions. The alternative dataset — which
we call the perturbed dataset — was drawn from the alternative model defined in @— such
that there was substantial change in variation across most genes. The first null dataset —
which we call the unperturbed null dataset — was drawn from the null CPLVM in Equations
— such that there was no change in variation between conditions. The second null
dataset — which we call the shuffled null dataset — was constructed from the samples
in the perturbed dataset by randomly reassigning cells to the background and foreground
conditions. These datasets allow us to calibrate the Bayes factors for a truly alternative
dataset relative to two truly null datasets. The shuffled dataset is intended to emulate a
real-world scenario, in which calibration relative to a true null is not possible.

We computed EBFs for a global hypothesis test for each of the three datasets. For
each dataset, we fit the null and alternative models defined in Equations — and
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Figure 4: Hypothesis testing on simulated data with the CPLVM. (a) Global hypoth-
esis testing with data generated from a null model (left box), shuffled data approximating
truly null data (middle box), and data generated from an alternative model (right box). (b)
Gene set hypothesis tests with data in which only variation among genes in gene set one has
been altered between conditions (indicated by the red box).

Equations @—, respectively, and computed the EBFs as in Equation . We repeated
this procedure ten times.

We found that the EBFs for the perturbed dataset were all substantially above zero.
These EBF's were also higher than the EBF's for either of the truly null datasets, indicating
a consistently higher lower bound on the model evidence for the alternative model on the
perturbed dataset ) The EBFs for the unperturbed null dataset were all below
zero, implying that the model evidence did not favor the alternative model in this case. The
shuffled null dataset showed Bayes factors that were between the other two datasets, but
distinct from them both. Using the same datasets, we found that the CGLVM was similarly
well-calibrated (Supplementary Fig 1f). This implies that, for global hypothesis testing, the
shuffled null dataset can be used as the empirical null to calibrate EBFs in practice.

To assess the reliability of the hypothesis testing framework, we quantified how frequently
the CPLVM correctly rejected the null hypothesis. To do this, we classified each Bayes factor
as “accept Hy” or “reject Hy” for a range of thresholds 7, ..., 7, where

Reject Hy < ELBOy, — ELBOnz, > 7. (21)

Using this decision rule, we then estimated the true positive rate (TPR) and false positive
rate (FPR) for each threshold 7;:

TPR; = P(reject Ho|H1)
FPR,; = P(reject Hy|Hp).
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To be precise, the TPR is the probability of correctly rejecting the null hypothesis (also
called the statistical power), and the FPR is the probability of incorrectly rejecting the null
hypothesis.

To quantify how the CPLVM performs under these metrics, we generated data from
the CPLVM @—@ In particular, we sampled data with three different data dimensions,
p € {10,100, 1000}, creating 50 datasets for each value of p. For each setting of p, we then
computed EBFs for the corresponding datasets. For each dataset, we created a corresponding
negative control, or “null”, dataset by shuffling the foreground or background labels of the
samples. Finally, at a range of thresholds 7, we accepted or rejected the null hypothesis for
each dataset based on the decision rule in (21)). Finally, we computed the TPR and FPR
for each value of 7, and we computed the corresponding ROC curves .

For comparison, we computed the same metrics for a competing two-sample covariance
matrix test (Cai et al., |2013]). This approach tests whether the foreground and background
covariance matrices are equal,

Hy:3¥, =%, versus Hp:X;#X,.

This procedure computes a test statistic,

Sf b2
M, = max Af(%l (ilgl)
1<i<j<p OF /n + 6P /m

where E,fd and GEZ are the covariance between features k£ and [ in the foreground and back-
ground, respectively, and ézl and (/9\,3[ are the variance of the covariance elements,

1 & _ g2
0 = - > [(sz‘ — Xp) (X — Xi) — Ulfcl}
=1
o 1o > > 2
M= > {(ij - Y)Y —Y) - 31‘3[} :
=1

e

Here, X,Y € RP are vectors of sample means. Based on the limiting distribution of M,,, the
decision rule for this test at level « is

Reject Hy < M,, > q, + 4logp — loglogp

where ¢, is the 1 —a quantile of the Type I extreme value distribution (Gumbel distribution)

with cumulative distribution function F'(z) = exp (—i exp(—z/ 2>.

V8r
The ROC curves for these data settings show that the CPLVM test consistently out-

performs Cai’s two-sample covariance test (Figure 5)). For the CPLVM test, we found
that the TPR and FPR remained strong across each data setting, performing perfectly
for p € {100,1000}. For the datasets with p = 10, the CPLVM test did not achieve perfect
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Figure 5: Benchmarking the global hypothesis test. Using simulated data with varying
data dimensionalities (p € {10,100, 1000}), we computed ROC curves based on the CPLVM’s
rejection or acceptance of the null (orange curves). For comparison, we computed the same
metrics for Cai’s two-sample covariance test that relies on explicitly computing the full
sample covariance matrix (blue curves, |Cai et al.|[2013).

TPR and FPR, but still performed well above random. In contrast, the two-sample covari-
ance test consistently performed worse than the CPLVM, and indeed performed no better
than random guessing with p = 10 ) Moreover, the two-sample covariance test
had substantially lower TPRs and FPRs than the CPLVM for p € {100, 1000}.

These results demonstrate that the CPLVM hypothesis testing framework is able to
reliably detect global changes in variation between conditions. Furthermore, the analysis
suggests that shuffling cell condition labels is a viable strategy for calibrating the EBF's.

4.4.2 Gene set hypothesis tests

To test the gene set hypothesis testing framework, we created ten synthetic genes sets, each
made up of 25 genes. We arbitrarily designated the first gene set — whose genes are indexed
by {1,...,25} — as the perturbed gene set. In other words, this gene set was chosen to show
substantial change in variation between the background and foreground conditions. We
simulated data for these genes using the CPLVM @-@ All other gene sets were designed
to not show substantial variation between conditions. We call these truly null gene sets the
unperturbed gene sets, and we simulated these with the CPLVM corresponding to the null
gene set hypothesis (Equations —). We also included 250 genes that did not belong
to a gene set, which were also simulated from the null gene set model. This led to a total of
p = 500 genes, half of which belong to gene sets.

To calibrate the gene set EBF's, we estimated an empirical null distribution of EBFs by
creating gene sets with randomly assigned genes. In particular, for the 250 genes belonging
to gene sets, we randomly reassigned each of them to synthetic gene sets of size 25, repeating
this 50 times to create 50 new synthetic, shuffled gene sets. These gene sets — which we

20



call shuffled null gene sets — are useful because the true null distribution of EBFs is not
available in practice.

For each gene set, we fit the null and alternative models described by — and
@—, respectively, and computed EBFs for each model. We repeated this experiment five
times, with each iteration yielding ten EBFs (one for each gene set).

We found that the perturbed gene set showed consistently higher EBFs than all other
gene sets ) Furthermore, all EBFs for the perturbed gene set were positive, while
most other gene sets were consistently negative or near zero. We also found that the EBFs
for the shuffled null gene sets were also consistently below the perturbed gene set, indicating
that the EBF's are well-calibrated.

To further test the robustness of the gene set hypothesis tests, we ran the tests in two
other simulation settings. First, we tested the robustness of the EBFs to the size of the
gene sets. To do this, we generated a similar dataset as before — containing 500 genes,
250 of which belong to gene sets — but this time we varied the number of genes in each
gene set to be in the set {1,5,10,15,20,25}. As expected the EBFs gradually declined when
the perturbed gene set contained fewer genes (Supplementary Fig 2b). However, the test
remained robust even for gene sets containing as few as 5 genes.

Second, we ran the hypothesis test in a setting in which the gene sets were misspecified.
In particular, we again constructed gene sets of size 25, but here only 12 of the genes in the
perturbed gene set truly showed a difference between conditions. Even when the gene sets
were misspecified as such, we found that the EBF's for the perturbed gene set remained sub-
stantially above those of the unperturbed gene sets (Supplementary [Supplementary Fig 2h).

Together, these results imply that the CPLVM gene set hypothesis tests can detect
targeted, pathway-specific changes between conditions.

5 Application to Perturb-seq data

Next, we applied our models to data from the Perturb-seq platform (Adamson et al. 2016;
Dixit et al), [2016).

5.1 Data

Perturb-seq is a scRNA-seq platform designed to measure the RNA transcript levels in cells
that have been exposed to a set of CRISPR lentivirus guides (Adamson et al. [2016; Dixit
et al., 2016). Each guide targets a specific gene, deactivating it by “cutting” it out of the
genome using a Cas9 nuclease.

In our experiments, for the foreground data, we leveraged Perturb-seq data that contains
scRNA-seq measurements on pools of bone marrow-derived dendritic cells (BMDCs), each
of which was infected with a unique CRISPR guide (Dixit et al., 2016). Each CRISPR
guide in this study was designed to target one of 24 unique transcription factors. For the
background data, we use control data from cells that did not receive any treatment. To
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preprocess the data, for each targeted gene, we pooled data from all CRISPR guides that
target that gene. We subsetted each experiment to the 500 most variable genes, according
to the Poisson deviance (Supplementary material, Townes et al./2019).

We fit the CPLVM separately to the datasets from each of the 24 experiments, using the
transcript counts from the untreated cells as the background data Y and the counts from
CRISPR-treated cells as the foreground data X.

5.2 Identifying covariance shifts in Perturb-seq data

To evaluate the CPLVM’s ability to capture shifts in variation in Perturb-seq data, we fit
the model for each of the 24 experiments. For comparison, we also fit a Poisson GLM -
that only identifies changes in the marginal distribution of each gene.

Examining the CPLVM’s latent factors, we found that they identified several shifts in
gene-gene covariation that were not picked up by the GLM. One such instance was observed
in the HIF1A-perturbed experiment. Here, we found that two genes (LYZ2 and CCLY)
showed positive correlation across cells in the foreground data, but no correlation in the
background data. The CPLVM captured this gene-gene relationship in one of its components
(Figure 6f), while the GLM failed to detect this relationship. Instead, the GLM identified
a shift in the marginal expression of CCL4 alone.

This result suggests that the CPLVM is useful for identifying shifts in variation that
occur across multiple genes, and that univariate linear models are not able to detect this
type of change.

5.3 Perturb-seq global hypothesis tests

Next, we sought to more broadly explore the main sources of variation in each Perturb-seq
experiment, and the extent to which each guide induced a substantial change in expression
patterns. To do so, we first evaluated the magnitude of the overall change in variation by
running global hypothesis tests for each experiment. We computed global EBF's for each
(Figure 7h). To calibrate each test, we also computed EBFs for a second dataset in which
cells were randomly reassigned to the foreground or background condition. This shuffled
dataset is intended to remove any biologically meaningful patterns that are specific to the
foreground data.

Examining the global EBF's, this analysis revealed that most of the experiments showed
substantial change in gene expression variation between the untreated and treated condi-
tions. This suggests that most of the guides used in this study had an effect on transcription
levels globally across genes, which is expected for these transcription factors. The EBFs
for the shuffled datasets were also mostly positive, which was expected from the simulation
experiments. However, the EBFs from the shuffled data were consistently lower than their
corresponding global EBFs.
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Figure 6: CPLVM applied to Perturb-seq data. (a) Scatter plot of log(x+1) expression
for LYZ2 and CCL4 in the HIF1A experiment. CCL/J shows a positive shift in its marginal
expression between conditions, but LYZ2 does not. However, the correlation between these
two genes changes between conditions (Pearson p = 0.12 in the background, and p = 0.74 in
the foreground). (b) GLM coefficients for the HIF1A experiment. Only CCL/ is identified as
differentially expressed. (c¢) CPLVM loadings from one CPLVM component for the HIF1A
experiment. Both CCLj and LYZ2 are identified as having differential variation in this
component.

5.4 Perturb-seq gene set hypothesis tests

To more narrowly characterize the variation in the Perturb-seq experiments, we performed
a series of gene set hypothesis tests. To do this, we leveraged the MSigDB Hallmark gene
sets, which categorize genes into a collection of established pathways (Liberzon et al., [2015)).
For each experiment, we computed the EBF for each Hallmark gene set.

Many gene sets emerged as perturbed from this analysis. For example, in the HIF1A-
perturbed experiment, a number of coordinated gene sets appeared as top hits, including
TNF-« signaling and inflammatory response (Figure 7b). Moreover, we found that the
magnitude of the gene set EBFs were not correlated with the size of the gene sets (Pearson
p = 0.03), suggesting that the tests were not biased by the sizes of the gene sets. These gene
set hypothesis test results suggest that the CPLVM is able to identify coordinated changes
in gene expression even among small sets of genes.

6 Application to small molecule perturbation data

As further investigation of the CPLVM’s behavior on real data, we next applied our model
to a scRNA-seq dataset from the MIX-seq platform (McFarland et al. 2020]).
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Figure 7: Hypothesis testing with Perturb-seq data. (a) Global hypothesis tests for
Perturb-seq experiments. Blue bars represent EBFs for each experiment, and red bars are
the EBFs for the shuffled data. Vertical ticks represent 95% confidence intervals. (b) Gene
set EBF's for the HIF1A experiment.

6.1 Data

The MIX-seq platform provides scRNA-seq readouts of cancer cell lines’ transcriptional
responses after being treated with a panel of small molecule therapies (McFarland et al.l
. We used a MIX-seq dataset that contains data for 24 cell lines, and we focused on
an experiment in which the cells were exposed to idasanutlin, which inhibits the activity
of MDM2. MDMZ2 is known negatively regulate the tumor-suppressor gene TP53
. Furthermore, idasanutlin has been shown to elicit a selective transcriptional
and death response in cells that have wild-type TP53, while cells with a mutated copy of
this gene do not respond (McFarland et al., [2020]).

6.2 Application to idasanutlin data

We fit the CPLVM to the MIX-seq data and analyzed the fitted parameters. We used the
transcript counts from idasanutlin-treated cells as the foreground matrix and a the counts
from a pool of DMSO-treated cells as the background matrix. In the CPLVM model, we set
k1 = ko = 2 for visualization.

Visualizing the foreground-specific latent variables for each cell, we found that the
CPLVM factors were able to partially separate cells with mutated TP53 and cells with
wild-type TP53 ) Meanwhile, a PCA projection of the foreground cells did
not clearly identify this subgroup structure (Figure 8p). A cluster analysis found that the
CPLVM latent variables showed tighter clustering of these subgroups compared to PCA
(Figure 8c).

Furthermore, we ran the CPLVM gene set hypothesis tests on the idasanutlin data, again
using the MSigDB Hallmark gene sets. This analysis revealed that the P53 pathway gene
set was among the top enriched pathways ) This observation coincides with the
known mechanism of action of idasanutlin, namely, its direct effect on the MSM2/TP53
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Figure 8: Contrastive latent variable models applied to chemical perturbation
data. (a) PCA projection of the foreground cells from the idasanutlin experiment. Points
(cells) are colored by their TP53 mutation status. (b) Foreground cells projected into the
foreground-specific latent space of the CPLVM. (c) Silhouette score for the clusters of TP53-
mutated cells and wild-type cells in the PCA and CPLVM projections. (d) Top gene set
EBFs for idasanutlin. The P53 pathway appears as the gene set with the second-highest
EBF.

pathway (Vassilev et all 2004; McFarland et al., [2020). These results suggests that the
CPLVM and corresponding statistical test is able to accurately identify axes of heterogene-
ity in the response to chemical perturbations, and our model’s representation can recover
subgroup structure in the foreground data.

7 Application to GTEx data

Beyond perturbational data, the CPLVM can be used more generally for count datasets
with two conditions. In this section, we demonstrate one such application using bulk RNA-
seq data from the Genotype-Tissue Expression (GTEx) Consortium v8 study
et al., 2017, 2020).

The GTEx data contains gene expression measurements in a large number of tissues,
collected from thousands of healthy donors. For this experiment, we focused on a subset
of the data to answer a specific question: whether there are differences in gene expression
variation in coronary artery tissue between donors with and without ischemic heart disease.
To do this, we treated gene expression samples from donors with heart disease as the fore-
ground matrix and samples from healthy donors as the background matrix. We subsetted to
the 200 most variable genes, and fit the CPLVM on the RNA-seq counts for these samples.

Examining the foreground-specific components of the CPLVM, we found that one of the
factors picked up on several genes related to oxygen intake (Figure 9p). In particular, the
genes with the largest coefficients in this factor — SFTPB, SFTPA2, SFTPC, and SFTPA1
— primarily belonged to the pulmonary surfactant protein complex. This complex is known
to aid the lung and heart’s oxygen-passing abilities.
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Figure 9: CPLVM applied to RNA-seq data from coronary artery tissue in pa-
tients with and without heart disease. (a) Sorted loadings values for one component of
the shared loadings matrix S. The top genes are related to typical heart function and heart
muscle regulation. (b) Sorted loadings values for one component of the foreground-specific
loadings matrix W. The top genes are related to oxygen delivery in the heart and lungs, a
process that is dysregulated in ischemic artery disease.

Furthermore, we examined the parameters of the CPLVM that are shared between the
foreground and background samples. We expect these factors to detect variation in expres-
sion that exists in both patients with and without heart disease. Indeed, we found that
the genes with the highest loading values in one component — MYH7, DES, and MYL2 —
were related to basic heart functioning ) These results suggest that the CPLVM
can be used for settings beyond perturbation experiments, such as for examining structural
differences between biological conditions. It also implies that the CPLVM can be used to
investigate the shared structure between conditions.

8 Discussion

In this study, we presented latent variable models, CPLVM and CGLVM, for case-control
sequencing. These models capture the change in gene expression variation that is specific
to the case condition, as well as the variation that exists in both the case and control
conditions. Our modeling framework provides a set of low-dimensional latent factors that
describe this variation. Furthermore, we provide a flexible hypothesis testing framework for
characterizing transcriptional structure in case-control experiments.

Through a series of simulations and experiments with gene expression data, we showed
that the CPLVM captures foreground-specific structure and structure that exists in both
conditions. In simulations, we showed that that the CPLVM captures the transcriptional
variation better than linear models, can identify the proper number of latent dimensions,
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and enable reliable hypothesis testing of both global and pathway-specific shifts in gene
expression. In the context of CRISPR~ and drug-treated scRNA-seq data, we showed that
CPLVMs can be used to generate biological insights and identify subgroup structure. These
insights go beyond traditional differential expression measurements, enabling discovery of
differential relationships between genes and cells, such as estimating changes in gene-gene
correlations and identifying foreground-specific heterogeneity within a population of cells.

Several future directions remain to be explored. First, the modeling approach could be
extended in several ways. Experiments with more than two conditions could be considered.
For example, in gene expression datasets measured across several tissues, it could be useful
to model the shared variation among the tissues, as well as the variation that is specific to
each tissue (Consortium et al., [2020)). Second, more complex inference schemes could be
considered. While we used a mean-field variational approximation to the CPLVM, more
flexible posterior approximations could be used, such as a variational autoencoder (VAE,
Kingma and Ba2014; Lopez et al.||2018)). Finally, while our hypothesis testing procedure
proved to be well-calibrated, several improvements could be made. Our method uses the
ELBO to approximate Bayes factors, but better approximations to the marginal likelihood
could be used. Furthermore, our procedure implicitly assigns equal prior weight to both
hypotheses, p(Mg) = p(M;) = 0.5. This choice proved to be robust in practice, but further
investigation into the effect of choosing these priors is warranted.
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9 Supplementary material

9.1 Selecting variable genes

For all scRNA-seq experiments, we subsetted the data to the most variable 500 genes. We
computed the closed-form Poisson deviance for each gene in each dataset using intercept
only GLM-PCA as suggested by [Townes et al. (2019), and took the genes with the highest
deviance.

9.2 Perturb-seq data

The Perturb-seq data were downloaded from GEO: https://www.ncbi.nlm.nih.gov/geo/
query/acc.cgi?acc=GSE90063.

9.3 Mix-seq data

The MIX-seq data were downloaded from Figshare: https://figshare.com/articles/
MIX-seq_data/10298696|

9.4 Code

Code for the model and experiments is available at https://github. com/andrewcharlesjones/
cplvm.
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Supplementary Fig 1: Global ELBO Bayes factors for the CGLVM. Global hypothesis
testing using the CGLVM with the same data as used in [Figure Zh. Global tests were run
on three datasets: data generated from a null model (left box), shuffled data approximating
truly null data (middle box), and data generated from an alternative model (right box).
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Supplementary Fig 2: Gene set hypothesis tests are robust to gene set misspeci-
fication and gene set size. (a) EBFs for 10 gene sets, each containing 25 genes. Set 1
was “perturbed”, but only a fraction (12 of 25) of the genes had substantial differences in
variation between conditions. Solid horizontal line shows the mean of the shuffled null, and
dotted horizontal lines indicate the 95% confidence interval for the shuffled null. (b) EBFs
for the “perturbed” gene set, but at varying gene set sizes.
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